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1. Executive summary 

This report presents the results of the 2017 supervisory benchmarking exercise pursuant to 
Article 78 of the Capital Requirements Directive (CRD) and the related regulatory and 
implementing technical standards (RTS and ITS) that define the scope, procedures and portfolios 
for benchmarking internal models for market risk (MR). 

The report summarises the conclusions drawn from a hypothetical portfolio exercise (HPE) that 
was conducted by the EBA during 2016/17. The main objective of this exercise was to assess the 
level of variability observed in risk-weighted exposure amounts for market risk (MRWA) produced 
by banks’ internal models.  

The exercise was performed on a sample of 51 European banks from 12 jurisdictions. The relevant 
institutions submitted data for 34 market portfolios in all major asset classes, i.e. equity (EQ), 
interest rates (IR), foreign exchange (FX), commodities (CO) and credit spread (CS), as well as 
three correlation trading portfolios (CTP), for a total of 37 benchmark portfolios. As such, the 
exercise covers the entire population of EU banks with internal models on MR at the highest level 
of consolidation. 

As well as assessing the overall level of variability in MRWA produced by banks’ internal models, 
the exercise also strives to examine and highlight the different drivers of the dispersion observed 
across the sample.  

In addition to the analytical part of the exercise, the EBA, in cooperation with the competent 
authorities (CAs), conducted a set of interviews with a subsample of the participating banks to 
discuss the assumptions behind banks’ models, the banks’ results compared with the 
benchmarks, and how the banks approached and carried out the benchmarking exercise. The 
dialogue with banks was helpful in bringing to light any missing risk factors, provided information 
on how additional risk factors were modelled and taken into account, and provided feedback on 
how the EBA might improve forthcoming benchmarking exercises. 

Finally, taking into consideration the results of the benchmarking exercise, CAs were asked to 
provide the EBA with responses to a questionnaire on the actions they plan to take with regard to 
each participating bank’s internal model. 
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Main findings of the benchmarking analysis 

The report measures variability in terms of the interquartile dispersion (IQD)1 and the coefficient 
of variation (CV)2 observed within each benchmark portfolio. The IQD is more robust than the CV 
when the sample is drawn from an unknown, fat-tailed distribution. As in the previous exercises 
on MRWA variability, the IQD metric suggests significant dispersion for all the risk measures 
provided by banks. 

From a risk factor perspective, interest rate portfolios exhibit a lower level of dispersion than the 
other asset classes. This is likely to be due to the use of more consistent practices and more 
homogeneous assumptions across the banks when modelling interest rate risk. This finding 
confirms the conclusions drawn in last year’s analysis. 

The analysis shows significant dispersion in the initial market valuation (IMV) results stemming 
from different interpretations and heterogeneous market practices adopted by the firms. Some of 
these issues have been addressed and the quality of the data has improved thanks to successive 
resubmissions.  

Regarding the single risk measures, across all asset classes, as expected the overall variability for 
value at risk (VaR) is lower than the observed variability for stressed VaR (sVaR; respectively 24% 
and 30%).3 More complex measures such as incremental risk charge (IRC) and all price risk (APR) 
show a much higher level of dispersion (respectively 47% and 48%). 

To deepen the analysis of VaR and further investigate the variability drivers, different VaR metrics 
were computed and compared with the banks’ reported VaR. In particular:  

• an alternative estimation of VaR, called profit and loss VaR (P&L VaR), computed by the 
EBA using the 1-year daily P&L series submitted by banks using a historical simulation (HS) 
approach; and 

• a comparable VaR, called HS VaR, which corresponds to the regulatory VaR reported by 
those banks that use an HS approach (only). 

When comparing the variability across the regulatory VaR and these ‘alternative’ risk measures, 
one finds a slight decrease in the IQD when considering a more homogeneous sample (i.e. HS 

                                                                                                          

 

1 IQD is defined by the mid-interquartile range {(Q3 – Q1) ÷ 2} divided by the average of the quartiles {(Q3 + Q1) ÷ 2}, 
called the mid-hinge. The higher the IQD is, the higher the dispersion in the data. 
2 Coefficient of variation is computed as the ratio of the standard deviation to the mean. 
3 These values are derived as a simple average of the IQD across all non-CTP portfolios.  

https://en.wikipedia.org/wiki/Midhinge
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banks only). In fact, for most risk types, the dispersion observed for the P&L VaR tends to be 
lower. This finding suggests that the modelling approach is not the only driver of the observed 
VaR variability. Other drivers, such as risks not captured in the model’ or the choice of absolute 
versus relative returns, may be further explanations for the results’ variability. 

Even so, within the subset of banks using an HS approach, modelling choices do make a 
noticeable difference. Scaled 1-day VaR, use of a lookback period greater than 1 year and use of 
unweighted returns tend to produce lower dispersion than other modelling configurations, as 
well as more conservative VaR results (i.e. higher average VaR figures). 

The dispersion in sVaR figures is generally higher than the dispersion observed for regulatory VaR. 
The stressed period was not harmonised in the sample. Different choices for the stressed period 
are permitted by the Capital Requirements Regulation (CRR), and these choices are considered 
and challenged in the regulatory approval process. While allowing banks to use their individual 
stress period reduces the comparability of the sVaR results across the sample, doing so facilitates 
an estimation of implied capital needs from the HPE. During some interviews with the banks, it 
was clear that the observed variability in sVaR could also be produced by differences in modelling.  

In addition to carrying out these analyses, the EBA compared across banks the ratio between sVaR 
and VaR for each of the hypothetical portfolios included in the benchmarking exercise. The ratio 
generally varies significantly across the portfolios, especially for instruments subject to credit 
spread risk. However, on average, the ratio lies at around 2.4, very close to what was found in last 
year’s exercise.  

During the interviews with the banks, a lack of consistent practice for modelling some of the risk 
factors was found, especially with regard to the most sophisticated ones. In particular, this is the 
case for the basis risk between a credit default swap (CDS) and its equivalent bonds, the basis risk 
between an index and its components, the forward equity volatility surface, and, in general, the 
discounting and forwarding curves and the application of shocks in a low rates environment. Each 
of these practices and the assumptions they are based on are proper, and do not infringe legal 
requirements, but their results are difficult to compare consistently.  

Banks note that negative or very low interest rates cause issues for VaR calculations, especially 
where still based on the log-normal volatility framework. A prudent risk-weighted assets (RWA) 
buffer might be considered for VaR and sVaR to ring-fence this issue.  

The low rates environment issue was also observed in relation to the IRC risk, where the banks’ 
modelling choices concerning the migration and transition matrices play a role in the variability of 
the results. Ensuring a conservative representation of the migration effects should be accounted 
for.  

As expected, the larger banks, with significant trading activities, acknowledge the materiality of 
the benchmarking portfolios in their actual trading book. However, some trades, especially index 
options and quanto structures, need to be reviewed and simplified in the future. Smaller banks 
asked for a framework to be established for simple and ordinary plain vanilla trade.  

Regarding APR, average variability (as measured by the average IQD for this category of 
portfolios) is higher than that observed for all other metrics considered in the report (48%). 
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Unfortunately, however, the APR assessment suffers from a lack of contributions – only a few 
banks are authorised to model this asset class internally, and most banks are currently in the 
process of reducing their exposure to CTP, i.e. these portfolios are supposed to be in run-down 
mode. 

A further metric considered as part of the analysis was the diversification benefits observed for 
VaR, sVaR and IRC in the aggregated portfolios. As expected, there is evidence that larger 
aggregated portfolios exhibited greater diversification benefits than smaller ones. In general, the 
level of dispersion observed in diversification benefits tends to be lower than that in the 
corresponding metrics at the level of the individual portfolios. 

In light of the Fundamental Review of Trading Book (FRTB) proposed by the Basel Committee and 
integrated into the CRR/CRD IV, an assessment of the variability of the empirical estimates of 
expected shortfall (EES) at a 97.5% confidence level was also carried out. The results indicate that 
the dispersion in this metric across risk factors is lower than that found for VaR and P&L VaR, 
especially for interest rate and equity trades. Except in a few cases, probably due to 
misunderstandings of the trades’ specifications, EES tends to show a less accentuated level of 
variability than the other risk metrics. 

These findings are in line with those of previous exercises, so they have the same implications. 

 

Dispersion in capital outcome 

Alongside the variability driver analysis, the EBA also conducted an assessment regarding possible 
underestimations of capital requirements. As the analysis is based on hypothetical portfolios and 
the capital requirements were defined using a proxy, the results should be interpreted as 
approximations of potential capital underestimations. The proxy for the implied capital 
requirements was defined as the sum of VaR and sVaR across all portfolios. For purposes of 
comparison, the proxy was computed twice. In one case, the VaR and sVaR figures were 
multiplied by the banks’ total multiplication factor and, in the other, by the regulatory minimum 
of 3 only, i.e. ignoring the banks’ individual addend(s) set by the CAs.4 This metric enables one to 
compare banks and assess their variability in this regard. 

The average variability across the sample, measured by way of the IQD, is significant (around 
26%), especially for the most complex portfolios in the credit spread asset class. The analysis of 
the capital proxy pattern across the HPE’s trades, moreover, suggests that, with the exception of 
                                                                                                          

 

4 Where information was not available, the addend was set to zero. 



 

 10 

interest rate products, the ranges of capital value dispersion are broadly consistent, irrespective 
of whether the banks’ actual multiplication factors are used or not. 

The implied capital needs proxy highlighted a few cases of underestimation with regard to the 
benchmarks. These were discussed in depth and further clarified during the interviews.  

 

CAs’ assessments based on supervisory benchmarks 

CAs shared the outcomes of their assessments at bank level with the EBA. The CAs’ assessments 
confirmed the existence of some areas that require follow-up actions on the part of specific 
institutions whose internal models were flagged as outliers in this benchmarking exercise. When 
reviewing banks’ models, supervisors should pay attention to the permitted modelling choices, 
and to the cumulative impact of the risks not captured in the model.  

Furthermore, CAs plan to assess the materiality of risk factors not in VaR (‘risk not captured by the 
model’) and, where appropriate, to challenge the models to improve their coverage (e.g. through 
internal model authorisation extension).  

For IRC models, supervisors plan to ensure that banks review the transition matrices in a prudent 
and adequate way, and to pay particular attention to any floor for the PDs imposed on both 
sovereign and highly rated counterparties. It also emerged during interviews with the banks that 
an IRC model enhancement, to simulate different spread shifts for different maturities, can better 
capture the migration dynamics of the different tenors of the credit spread curves. An additional 
model enhancement, ensuring the consistent representation of migration effects on low credit 
spread rates, leads to more conservative P&L impacts in case of rating migration. 
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2. Introduction and legal background 

European legislators have acknowledged the need to ensure consistency in the calculation of 
RWA for equivalent portfolios, and the revised CRR and CRD include a number of mandates for 
the EBA to deliver technical standards, guidelines and reports aimed at reducing uncertainty and 
differences in the calculation of capital requirements. 

In this regard, Article 78 of the CRD requires the EBA to produce a benchmarking study on both 
credit and market risk to assist CAs in the assessment of internal models, highlighting potential 
divergences among banks or areas in which internal approaches might have the potential to 
underestimate own funds requirements that are not attributable to differences in the underlying 
risk profiles. CAs are to share this evidence within colleges of supervisors as appropriate and take 
appropriate corrective actions to overcome these drawbacks when deemed necessary. 

The EBA has devoted significant efforts to the analysis of the consistency of outcomes in RWA, to 
understand the causes of possible inconsistencies and to inform the regulatory repair process. 
The ongoing EBA work on benchmarking, supervisory consistency and transparency is 
fundamental to restore trust in internal models and the ways in which banks calculate asset risks. 

The use of internal models provides banks with the opportunity to model their risks according to 
their business models and the risks faced by the bank itself. The introduction of a benchmarking 
exercise does not change this objective; rather, it helps to identify the non-risk-based variability 
drivers observed across institutions. 

This MR benchmarking exercise is a MRWA variability assessment performed over a large sample 
of banks (51 banks at the highest level of consolidation in 12 jurisdictions within the EU). The 
banks participating in this exercise are those that have been granted permission to calculate their 
own funds requirements using internal models for one or more of the following risk categories: 

• general risk of equity instruments; 
• specific risk of equity instruments; 
• general risk of debt instruments;  
• specific risk of debt instruments; 
• foreign exchange risk; 
• commodities risk; and 
• correlation trading. 

 

According to Article 362 of the CRR, the general risk of debt instruments should refer to interest 
rate risk. Similarly, the general risk of equity instruments refers to the change in value of indexes. 

Banks having approval only for general risk of equity or debt instruments (in accordance with 
Article 363 of the CRR) may use a different definition of general risk (for example, by including 
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credit spread risk in the interest rate general risk) if they are able to demonstrate that it leads to 
higher RWA. A separate permission is required for each risk category. Many banks do not have 
permission for internal models for all risk categories, thus the number of contributions for each 
hypothetical portfolio in this exercise varies across the sample.  

Banks that have permission to use the internal model for calculating MR own funds requirements 
for only one or more of the risk categories, in accordance with Article 363(1) of the CRR (‘partial 
use’), exclude certain risks or positions from the scope of the internal model approval. In this 
case, the own funds requirements for the risk categories outside the scope of the internal model 
are calculated according to the standardised approach. 

In addition, as set out in Article 369(1)(c) of the CRR, banks should conduct validation exercises on 
hypothetical portfolios to test that the model is able to account for particular structural features. 
These portfolios should not be limited to the portfolios defined in this exercise; however, this 
exercise is a useful starting point for banks to meet this legislative requirement. 

The assessed MR results, when provided and where applicable, are VaR, sVaR, IRC and APR figures 
for specific and aggregated trades. Moreover, a preliminary assessment of IMV was done to 
detect the pricing ability of the participating banks. 

In addition to these submissions, banks using an HS approach for VaR were requested to provide 
1 year of P&L data for each of the individual and aggregated portfolios modelled. The objective of 
collecting this additional information was to employ the data vector to perform alternative 
calculations for VaR using, where possible, a consistent 1-year lookback period and controlling, as 
far as possible, for the different options that banks can apply within regulation. 
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3. Main features of the 2017 market 
risk benchmarking exercise 

Based on the EBA Benchmarking ITS, the MR benchmarking exercise is carried out following three 
main steps: first, the EBA defines the hypothetical portfolios, which are the same for all banks so 
as to achieve a homogenous and comparable outcome across the sample; then, banks are asked 
to submit the data accordingly; and, finally, the EBA processes and analyses the data, providing 
feedback to national competent authorities (NCAs). During the process, the EBA supports NCAs’ 
work by providing benchmarking tools to assess banks’ results and detect anomalies in their 
submissions. 

 

 Definition of the market risk hypothetical portfolios 

The MR portfolios have been defined as hypothetical portfolios composed of both non-CTP and 
CTP, as set out in Annex V of the Benchmarking ITS. The exercise includes 34 general portfolios 
(28 individual and 6 aggregated), capitalised under the VaR, sVaR and IRC models, comprising 
both plain vanilla and complex financial products in all major asset classes: EQ (7 individual 
portfolios), IR (5 individual portfolios), FX (4 individual portfolios), CO (2 individual portfolios) and 
CS (10 individual portfolios). The EBA also designed aggregated portfolios, obtained by combining 
individual ones, to take into account diversification effects. Each aggregated portfolio has a 
particular composition: the first (portfolio 29) encompasses all products; the second (portfolio 30) 
is made up of all equity portfolios; the third (portfolio 31) is made up of all interest rate portfolios; 
the fourth (portfolio 32) is made up of all FX portfolios; the fifth (portfolio 33) is made up of all 
commodities portfolios; and the sixth (portfolio 34) is made up of all credit spread portfolios. 

In addition, the set of portfolios includes three portfolios used for correlation trading activities, 
capitalised under the VaR, sVaR and APR models. These portfolios contain positions in index 
tranches referencing the iTraxx Europe index on-the-run series. The portfolios are constructed by 
hedging each index tranche with iTraxx Europe index on-the-run 5-year series to achieve zero 
CS01 as of the initial valuation date (spread hedged). No further re-hedging is required. 
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A more detailed explanation of the portfolios can be found in the Benchmarking ITS on the EBA 
website.5 

 

 Data collection process 

The data for the supervisory benchmarking exercise were submitted by banks to their respective 
CAs using the supervisory reporting infrastructure. Banks submitted the specified templates 
provided in the ITS, where applicable. 

 

IMV 

The reference date for IMV was 27 October 2016, 4.30 p.m. London time (5.30 p.m. CET). Banks 
entered all positions on 13 October 2016 (‘reset or booking date’), and, once positions had been 
entered, each portfolio aged for the duration of the exercise. Furthermore, banks did not take any 
action to manage the portfolio in any way during the entire exercise period. 

The IMV figure to be reported by the banks for each hypothetical portfolio was defined as the 
mark to market of the portfolio at the booking date plus the profit and loss from the booking until 
the valuation date and time. Therefore, it was the mark to market of the portfolio on 27 October 
2016, 5:30 pm CET. 

 

Risk measures 

According to the common instructions provided, banks should calculate the risks of the positions 
without taking into account the funding costs associated with the portfolios (i.e. no assumptions 
are admitted with regard to the funding means of the portfolios). Banks should moreover exclude, 
to the extent possible, counterparty credit risk when valuing the risks of the portfolios. 

                                                                                                          

 

5  https://www.eba.europa.eu/regulation-and-policy/other-topics/regulatory-and-implementing-technical-standards-
on-benchmarking-portfolios. Please also refer to Commission Implementing Regulation EU 2016/2070 of 14.09. 2016 
and Commission Implementing Regulation 2017/1486 of 10.07.2017, laying down ITS in accordance with Art. 78(2) of 
Directive 2013/36/EU.  

https://www.eba.europa.eu/regulation-and-policy/other-topics/regulatory-and-implementing-technical-standards-on-benchmarking-portfolios
https://www.eba.europa.eu/regulation-and-policy/other-topics/regulatory-and-implementing-technical-standards-on-benchmarking-portfolios
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Banks should calculate the regulatory 10-day 99% VaR on a daily basis. sVaR and IRC may be 
calculated on a weekly basis. sVaR and IRC should be based on end-of-day prices for each Friday in 
the time window of the exercise. For the three CTP (35, 36, 37), APR was also requested. 

For each portfolio, banks were asked to provide results in the base currency, as indicated in 
Annex V of the Benchmarking ITS. The choice of base currency for each trade was made to avoid 
polluting results with cross-dependencies on risk factors. During the interviews, a few banks, 
especially those with limited trading activities, claimed some difficulties in dealing with this, and a 
couple of them admitted repeated FX conversions with their accounting currencies, bringing 
operational risks.  

All collected data underwent a preliminary analysis to spot possible misinterpretations of the 
common instructions set out in the ITS/RTS on benchmarking and outliers, as defined hereafter. 

 

 Participating banks 

A total of 51 banks representing 12 EU countries participated in the exercise (see Table 13 in the 
Annex). All EU banks with MR internal models approved by CAs were asked to submit data at the 
highest level of consolidation. 

NCAs are in charge of conducting similar benchmarking investigations for results at a ‘solo’ level 
within their own jurisdictions for eligible banks. 

 

 Data quality issues 

The data collection process aims to ensure the reliability and validity of the data obtained. In this 
regard, it is obvious that an unwanted driver of variability (which would pollute the results) could 
be misunderstandings vis-à-vis the portfolios and the specific instruments included in them. 

IMV results reached the EBA in November/December 2016, whereupon the EBA carried out a 
preliminary IMV analysis and provided a tool to CAs to help them spot likely anomalies or 
misunderstandings regarding the interpretation of each portfolio. This was to guarantee that all 
risk measures were provided according to a correct interpretation of the portfolios. This step was 
done before the computation of the risk measures by the banks. Where the price of a portfolio 
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fell outside a certain range,6 more investigation had to be undertaken by the CA, which could – if 
necessary – ask the banks in its jurisdiction for a repricing and subsequent resubmission.  

A significant data issue was related to the aggregated portfolio figures. In particular, some banks 
reported the IMVs and risk measures for the aggregated portfolios without including all relevant 
components.7 As a result, the submissions were not comparable with those valued in full. 

During the interviews with the banks, just a couple of firms stated that they had manually 
recalculated the figures denominated in the foreign (base) currency using the historical FX market 
data vectors. This is not perceived as best practice and it should be avoided for related 
operational reasons. In addition, during the discussion concerning the submitted results, two 
banks were excluded from the final benchmarks computation due to flaws and operational issues.  

Ensuring data quality is a fundamental step for this kind of exercise. However, reporting errors 
might still occur in the run of the exercise, and the process will allow both regulators and 
participating banks to learn from it. 

                                                                                                          

 

6 The range means the interval between the first and third quartiles. These quartiles were considered, and 
subsequently updated when resubmissions were received. 
7 Some banks reported values for aggregated portfolios, taking into account only those components for which they had 
permission to use an internal model. This is clearly not a data quality issue and it is correct that banks report results 
only where they have permission to do so for regulatory purposes. 
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4. Market risk benchmarking 
framework 
The aim of the benchmarking exercise is to assess the variability in banks’ MR models and to 
identify the drivers that account for it. Variability in banks’ models can come from three types of 
drivers. 

First, variability can stem from banks’ modelling choices that are explicitly contemplated in the 
regulation. For example, when modelling VaR, institutions can choose to use a lookback period 
longer than the minimum (i.e. the immediate previous year), use a weighting scheme for the data 
series, calculate the 10-day VaR directly or, alternatively, obtain a 1-day VaR and rescale it using 
the square root of time approximation (sqrt(10)), etc. Likewise, when modelling IRC, banks can 
choose from several sources of probability of default (PD) and have a certain degree of freedom 
when choosing the transition matrices applied, or when deciding on the liquidity horizon applied 
to a particular instrument. It should be highlighted that all of these possibilities are, in principle, 
acceptable under the current regulatory framework (the CRR), provided that they have been 
agreed on with the CA during the approval process. Therefore, given the wide range of 
approaches each institution using internal models can choose to implement, some degree of 
variability is expected. 

Second, there are other modelling choices that are not explicitly contemplated in regulation, 
which may cause variability. Examples include differences in simulation engines, differences in 
pricing model assumptions, absolute versus relative returns, volatility, correlations and other 
indirect parameters estimates, additional risk factors considered in the models, different 
approaches to P&L computation and attribution, stochastic framework for the simulated shocks, 
etc. 

Finally, another source of potential variability originates from supervisory practices. In particular, 
the use of regulatory add-ons in the form of both VaR and sVaR multipliers and additional capital 
charges (e.g. to encompass risk not in VaR issues, any IT and organisational weaknesses, 
independent pricing valuations, detected flaws, etc.), and, quite significantly, the application of 
limits to the diversification benefits applied by banks (i.e. not allowing a single calculation at 
consolidated level and, instead, requesting an aggregation of the capital results at sub-
consolidated and/or subsidiary levels) are likely to increase the observed variability in capital. In 
most cases, these supervisory actions have been established to address known flaws or model 
limitations, or to add an additional layer of prudence. Therefore, they typically result in higher 
capital requirements than would otherwise be the case. However, they can also increase the 
variation in market own funds requirements between banks, particularly across jurisdictions. 
Although the effects on capital levels of these supervisory actions can be substantial, a 
benchmarking portfolio exercise is not suitable for assessing some of these supervisory actions. In 
particular, any constraints on diversification benefits and direct capital add-ons cannot be 
properly assessed, since these effects are entirely portfolio dependent. To assess these effects, it 
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would be necessary to use a much more realistic (hypothetical) portfolio, comprising thousands of 
instruments and including partial model approval. Nevertheless, some supervisory actions can be 
assessed; namely, the effects of regulatory add-ons on the VaR and sVaR multipliers will be 
analysed as part of this assessment. 

Possible additional drivers of variation include: 

• misunderstandings regarding the positions or risk factors involved, which 
could not be resolved during the preliminary assessment (see Section 3.2); 

• non-uniform market conventions and practices adopted in the hypothetical 
portfolio booking; 

• incompletely implemented models (for instance, because a pricing module is 
under testing, or an additional risk factor is being taken into consideration); 

• missing risk factors not incorporated in the model; 
• differences in calibration or data series used in the modelling simulation; 
• additional risk factors incorporated in the model; 
• alternative model assumptions applied; and 
• differences attributable to the methodology used (i.e. Monte Carlo (MC) 

versus HS or parametric). 

 

 Outlier analysis 

After the data quality assurance process, the EBA performed an ‘extreme value’ analysis aimed at 
excluding from the computation of the benchmarks those values for which the IMV was found to 
lie outside a certain tolerance range, due to misinterpretation of the trade or mistyping of 
bookings by the banks. 

The presence of clear outliers in the data used to assess variability is deemed inappropriate, since 
these data points are likely to weigh heavily on the results, distorting the actual level of variability 
observed. 

Extreme values are defined as values outside the range of two truncated standard deviations8 
from the median. Since some results exhibited empirical distributions that had fatter tails than 
expected, outliers were defined as values differing by twice the truncated standard deviation or 
more from the median. 

                                                                                                          

 

8 The truncated standard deviation is computed by excluding the values below the 5th and above the 95th percentile or 
the data series. 
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If a bank’s IMV was found to be an extreme value for a particular portfolio, then all risk measures 
related to that particular portfolio were removed from the computation of the final benchmark 
statistics. This approach further increased the quality of the data, providing more consistency for 
the benchmarks of these metrics. 

The dispersion across the contributions is summarised by the IQD coefficient, which is more 
robust when compared with the coefficient of variation for data derived from fat-tailed 
distributions. The higher the IQD, the more dispersed the data. IQD is defined as: 

𝐼𝐼𝐼𝐼𝐼𝐼 = 𝑎𝑎𝑎𝑎𝑎𝑎[(𝐼𝐼75𝑡𝑡ℎ − 𝐼𝐼25𝑡𝑡ℎ) (𝐼𝐼75𝑡𝑡ℎ + 𝐼𝐼25𝑡𝑡ℎ)⁄ ], 

where Q75th and Q25th denote the 75th and 25th percentile respectively. 

Another metric used in the variability studies is the coefficient of variation (CV), which is defined 
as the ratio between the standard deviation9 and the mean (in absolute value): 

𝐶𝐶𝐶𝐶 = 𝑎𝑎𝑎𝑎𝑎𝑎[𝑆𝑆𝑆𝑆𝐼𝐼 𝑀𝑀𝑀𝑀𝑎𝑎𝑀𝑀⁄ ]. 

The analysis reports both metrics, because they jointly allow a detection of the highest peaks of 
variability. 

                                                                                                          

 

9 The standard deviation was considered in order to get a feeling of the entire variability and a harmonised approach 
across the HPE. Obviously, a truncated standard deviation may appear more consistent for some highly dispersed 
trades. 
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Table 1: IMV statistics and extreme values 

 

Table 2: Average interquartile dispersion by risk factor 

 

 

The results of the extreme value analysis are summarised in Table 1 and Table 2. They depict the 
results at the level of both each individual portfolio and each risk type.  

As shown, the highest dispersion at the level of the individual portfolios is detected for credit 
spread portfolios 25 and 27, as well as the CTP (portfolios 36 and 37). From a more aggregated 
risk-type perspective, interest rates and FX instruments show the lowest dispersion. Portfolios 1 
and 10 were affected by different interpretations on the part of the banks.  

In view of the small number of contributions, the high dispersion for CTP does not allow for any 
meaningful analysis or inferences. CTP IMVs show significant dispersion, since there are proper 
differences in market practices and assumptions/conventions from banks (i.e. choice of on-the-
run iTraxx Europe series, choice of coupons, and tranching assumptions). These differences, along 
with the low number of contributions, do not facilitate a well-founded analysis.  
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A cluster analysis was performed to strengthen and deepen the aforementioned descriptive 
insights. It shows the dispersion of the IMVs by portfolio and helps in identifying clusters in the 
portfolios’ pricing that could explain the scattering of IMVs for some trades. Despite all data 
quality assurance efforts, the results of this analysis suggest that the clusters observable for some 
portfolios are brought about by different feasible interpretations of the portfolios. 

 

Table 3: IMV cluster analysis – number of banks by range 

 

 

In particular, as shown in Table 3: 

• Portfolio 1: a first group of banks reported the price of the future at the valuation date 
multiplied by the number of underlying. Therefore, there was no reference to the 



 

 22 

booking date. The second group of banks computed the IMV as the unrealised balance 
of ‘1-day P&L’, since futures are margined daily.10 
 

• Portfolio 10: some participating banks priced this swaption ‘naked’ (i.e. without 
considering the premium), while other banks considered the premium. At the 
interviews, some banks argued in favour of different choices regarding the discounting 
and forwarding curves used.  

 
• Portfolio 19: in this sovereign CDS short position, the clusters derive from different 

assumptions on the running spreads among the participants. At the interviews, a couple 
of banks were found not to capture in a meaningful and appropriate way the basis risk 
due to the limitedness of their models based on a general risk only. However, other 
practices were found proper, with no infringement of the legal requirements, but those 
results were difficult to compare consistently. 

 
• Portfolios 25 and 27: these trades are related to the iTraxx index and iTraxx Xover, 

where some banks’ assumptions played a key role in pricing. For instance, the choice of 
on-the-run index, the adopted convention on the effective maturity of the option, 
misunderstandings related to the payer/receiver type, etc., appear to drive the variation 
observed for these portfolios. 

 
• Other kinds of difficulties were found for CTP, principally as a result of the scarcity of 

contributions and the complex nature of these trades, along with their spread hedging. 
However, from the observed IMV results, there is a little more pricing consistency for 
the first CTP, portfolio 35, which refers to a long-hedged position on an equity tranche 
of iTraxx EU index (attachment 0%; detachment 3%). This is due to the more standard 
market tranching points.  

 
• One source of variability for these instruments is related to the index hedge practice. 

Commonly, the index hedge seems to be made at the point of inception of the trade 
when a CS01 spread hedge tranche is traded. However, a couple of banks did not 
comply with this market practice. Moreover, variability in the IMV and risk measures 
results could also occur if the banks calculated different hedge ratios (i.e. the ratio of the 
change in the mark to market of the tranche to the change in the mark to market of the 

                                                                                                          

 

10 As we will see in the VaR analysis section, the misinterpretation in this case did not affect the VaR computation, since 
P&L results are closer. 



 

 23 

index for a shift in the credit curve for all underlying names) based on their proprietary 
pricing models. 

In general, a number of banks erroneously computed the IMV results as a P&L from the booking 
date to the valuation date. In order to achieve a uniform interpretation, the EBA issued a Q&A 
defining the IMV as the mark to market at the valuation date and time for each trade.11 This 
should help in future exercises. In addition, during the interviews with the banks, the EBA asked 
banks to make better use of the Q&A tool, by submitting questions before the starting of the 
exercise, to avoid misinterpretations in the future. Banks are kindly invited to provide, using the 
Q&A tool, their best practice and market standard conventions when further specifications of the 
hypothetical trades are needed. 

Evidence from the large majority of the interviewed banks is that IMV comes from front office 
systems. This is acknowledged as best practice for alignment with real market trading activities.  

Figure 1 reports the visible clusters found in the IMV results for the most affected portfolios.  

                                                                                                          

 

11 See Q&A 2016/2993 published on the EBA website on 2.12.2016. 
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Figure 1: IMV scatter plot – clustered portfolios 

 

 

The ‘concentration index’, given by the percentage of values within 50% and 150% of the median 
value in Table 3, shows that, overall, 87% of the observations lie between those ranges.  

This result is an improvement on that reported following last year’s MR benchmarking exercise.  

Given the EBA’s experience with past benchmarking exercises, values lying in this range might be 
considered acceptable, on the basis of fine tuning as successive benchmarking exercises are run. 
Nevertheless, the aim will be to increase this IMV empirical range coverage significantly in the 
next exercises.  

For many hypothetical portfolios, the IMV variability may be explained by the divergence in terms 
of both fixings and market practice assumptions by the participating banks. Therefore, the 
interpretation of the deals and market practices substantially explain the observed variability. 
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 Risk and stressed measures assessment 

For VaR and sVaR, variability was assessed by using the banks’ reported VaR and sVaR over a 2-
week period (from 6 February 2017 to 17 February 2017). Banks submitted weekly or daily 
observations, depending on their models, and the final risk measures by portfolio were obtained 
by averaging the observations over the 2 weeks. 

In the sample, 17 out of 51 banks (i.e. one third of the sample) calculated weekly sVaR measures. 
The remaining two thirds of the participating banks computed daily sVaR measures. 

In addition, a P&L VaR measure produced by the EBA using the P&L data provided by banks using 
an HS approach was analysed. The relevant banks delivered a yearly 1-day P&L vector for each of 
the individual and aggregated portfolios modelled. These were used to compute the P&L VaR. 

The additional P&L information for non-APR portfolios allowed the EBA to compute the 
alternative measure for VaR previously defined, and to check the variability of the results across 
banks by calculating VaR using a 1-year lookback period. 

Additional checks were carried out for the available P&L vectors. For instance, the EBA checked 
the sign of reported gains and losses by computing the correlation between movements in banks’ 
daily P&L values. Additional checks regarding the 1-day P&L versus the 10-day P&L (either 
overlapped or not) were performed where applicable. A final consistency check across the HS 
banks consisted of the computation of the ratio between P&L VaR and the provided regulatory 
VaR, which can be expected to be close to 1.12 

Clearly, the P&L VaR assessment is possible only for banks applying an HS approach, and with at 
least 185 days of results’ submission. Accordingly, banks applying an MC or a parametric 
approach, or another approach other than HS, cannot be subject to this assessment. 

The P&L VaR was computed as the absolute value of the empirical 1st percentile of the P&L vector 
rescaled to 10 days by applying the square root of time approximation, without applying any data 
weighting scheme:13 

 

 

                                                                                                          

 

12 It should be noted that this expectation depends on the lookback period for VaR. 
13 Some banks apply data weighting at a risk factor level and these will be present in the P&L vectors. This is an implicit 
source of variability that cannot be controlled. 

𝐶𝐶𝑎𝑎𝑉𝑉99%
10𝑑𝑑𝑑𝑑𝑑𝑑= √10 ∗ 𝐶𝐶𝑎𝑎𝑉𝑉99%

1𝑑𝑑𝑑𝑑𝑑𝑑 
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The P&L vector is used to assess the degree of P&L correlation across banks, as well as the level of 
volatility shown in each bank’s vector. This analysis should provide useful insights about the 
degree of market consensus on the relevant risk factors, in terms of both market dynamics and 
volatility levels. Obviously, this analysis, like most of those discussed here, relies on sufficient data 
points and portfolios modelled by banks to ensure robustness and consistency. 

The IRC analysis cannot be deepened like that for VaR because of the higher level of confidence 
(99.9%) and longer capital horizon (1 year) applied in these metrics. Nevertheless, a variability 
analysis was performed. In the paragraph concerning IRC, particular emphasis is reserved to 
missing, zero or unrealistically low results, which suggest that key underlying risk factors are not 
efficiently captured by the IRC internal model. 

In the sample, 17 out of 31 banks (i.e. 55%) computed weekly IRC measures. 

It is apparent that more complex risk measures are computed on a weekly basis only. 

For APR, only a small number of contributions were submitted because of the scarcity of 
approved internal models on CTP, and because, as a result of the recent financial crisis, most 
institutions deem the CTP business to be in considerable attenuation. Therefore, the sample is 
quite limited. 

In the sample, 6 out of 8 banks (i.e. 75%) computed weekly APR measures. 

Moreover, the empirical estimated shortfall (EES) was estimated from the daily P&L series by 
averaging the P&L observations below the 2.5th percentile converted by the square root of time 
approximation and taking the absolute value: 

 

 

ES is the new risk metric introduced by the FRTB and is expected to enter into force from 
01 January 2019.  

For the aggregated portfolios, diversification effects were checked with regard to the VaR, sVaR 
and IRC metrics both provided and, where applicable, alternatively estimated. Diversification 
effects were also assessed by comparing larger and smaller market portfolios. 

For the most inclusive portfolios, with the higher number of submissions, the implied capital 
charges were also computed and their variability analysed. Where possible, the idiosyncratic 
factors that drive variability and the impact of regulatory add-ons (e.g. multipliers) were analysed. 

It is worth noting that, although the effects on capital levels of these supervisory actions can be 
substantial, an HPE is not suitable for assessing such differences. This is particularly the case for 
diversification benefits, since these effects are entirely portfolio dependent. We also refer the 
reader to the following subsection, ‘Limitations’. 

𝐸𝐸𝑆𝑆97.5%
10𝑑𝑑𝑑𝑑𝑑𝑑= √10 ∗ 𝐸𝐸𝑆𝑆97.5%

1𝑑𝑑𝑑𝑑𝑑𝑑 =  √10 1
𝑛𝑛

 ∑ 𝑃𝑃&𝐿𝐿𝑡𝑡𝑖𝑖
𝑛𝑛
𝑖𝑖=1  

n = num. of days describing the 2.5 quantile rounded to the highest decimal 
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Finally, to make the analysis more comprehensive, NCAs were asked to complete a questionnaire 
about the takeaways from this benchmarking analysis and the actions they plan to take to 
overcome potential weaknesses in the banks’ MR models. With the banks invited for interview, 
the EBA had the opportunity to discuss directly some issues raised by CAs when challenging the 
models in the ongoing assessment process. 

 

Limitations 

The design of the benchmarking portfolio exercise described in the ITS aims to ensure the quality 
of the data used in the report to be produced by the EBA and, more importantly, to identify the 
banks and portfolios that need specific attention by the responsible CAs. Nevertheless, any 
conclusions on the total levels of capital derived from the hypothetical data should be treated 
with due caution. The hypothetical portfolios are very different from real portfolios (in terms of 
size and structure). What is more, the data cannot reflect all actions taken by supervisors. 

From a methodological perspective, the sVaR metric could not be fully assessed, since the stress 
period has not been made consistent. It is clear that any variability observed could be produced 
either by differences in modelling or by the different data periods used for sVaR computation. 
One option would be to ask banks to use a common benchmarking stress period, but this would 
create an additional burden for them, and no consistent proxy for the implied own funds 
requirement could be defined. To allow more specific analyses on this aspect, in the next 
benchmarking exercise, more information about the stressed VaR window time will be requested 
from banks, by expanding the relative template envisaged in Annex VI of the Benchmarking ITS. 

Another limitation is that there is no segregated analysis for institutions with partial model 
approval (e.g. general risk only), since this sample would be limited. Therefore, portfolios with 
specific risk may show further unwarranted dispersion of VaR figures. Among the banks invited 
for interview, one bank with partial model approval has been selected to gather more insights on 
how it approaches the benchmarking exercise. It has been found that, when dealing with the 
most complex trades, few banks apply manual adjustments that affect the results and lead to 
operational risks. In addition, since the model comprises only linear risk, non-linear risk factors 
are not included. This creates severe limitations in the exercise, along with difficulties in valuing 
trades retrospectively. In summary, partial use approval, along with the limitations of the model, 
raises concerns about the suitability of the inclusion of these results within the overall 
benchmarking exercise. 
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5. Overview of the results obtained 

 Analysis of VaR and sVaR metrics 

The dataset used to perform the assessment of risk measures was determined based on the 
outcome of the IMV extreme value analysis. As explained in Section 4.1, banks’ data were taken 
into account only for portfolios for which an IMV was submitted and the IMV was not classified as 
an outlier. 

To check if submissions (by portfolio) were at least approximately symmetrically distributed 
around the mean and/or the median, we checked for any significant differences between the 
mean and median values for the truncated sample. Table 15 in the Annex reports the banks’ VaR 
results in relation to the median, aggregated into six buckets, to enable detection of unexpected 
clusters. As can be seen, some clusters that were evident for IMV (see Figure 3) were not 
reflected in VaR. In particular, portfolio 1 does not show separate clusters for VaR, as the figures 
are derived from the P&L distribution and are thus more homogenous. 

Unexpected excess variability has been found in portfolios 5 and 7 within the equity asset class. 
Presumably, the dispersion found in portfolio 7 may be attributed to the banks’ different 
assumptions on estimating the required 1-year term volatility parameter. It furthermore appears 
that banks have modelled the cross-currency basis swap (portfolio 14) differently; the cluster 
analysis identifies two (large) distinct clusters for this foreign exchange instrument. It is possible 
that the separate clusters can be attributed to whether a bank assumed an exchange of notional 
at maturity. The analysis also identifies clusters for portfolios 27 and 28 (credit spread). While the 
cause for portfolio 27 could be different choices of the on-the-run iTraxx Xover index, the clusters 
for portfolio 28 may be attributable to the interplay of simulated credit spreads and the running 
fees/notionals/FX rates from this trade booking.  

Last but not least, the VaR values for CTP (portfolios 35–37) show substantial dispersion. 
Regrettably, the small sample size and scattering of results did not allow for a deeper analysis. 
However, the variability analysis concerning CTPs and the results found are reported, since 
internal models, for this risk category, are formally authorised and envisaged by the CRR.  

The cluster analysis presented above is superior to a simple outlier analysis that flags submissions 
more than a designated number of standard deviations from the mean, as this method cannot 
easily be used for clustered or strongly asymmetric portfolios. Nevertheless, a more bespoke 
approach is therefore required in such cases. 
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Interquartile dispersion 

Figure 2 and Table 4 summarise the variability of the results, measured via the IQD and coefficient 
of variation, for the IMV as well as all three VaR measures (i.e. VaR, VaR for HS banks only, and 
VaR calculated from the 1-year P&L series submitted by HS banks). Table 4 also includes the VaR 
results for MC simulation banks. 

The IQD for VaR of portfolio 14, which is also a cluster portfolio (see Table 15 in the Annex), is 
particularly conspicuous (the coefficient of variation also shows a peak, but with a lower 
amplitude). In terms of risk type, the IQD for VaR for FX and credit spread portfolios are highest 
when compared with the other risk types. This differs from IMV, for which the IQD for FX 
portfolios is comparatively small. 

As expected, the IQD for sVaR is higher than for VaR (see the bottom-most panel of Figure 2). One 
of the reasons for this is likely to be the difference in the 1-year stress period used across banks, 
which is chosen based on each participating bank’s actual portfolio at the close of business on 
each reporting date within the 2-week period underlying the benchmarking analysis. In other 
words, the sVaR is not calculated with respect to the 1-year period that maximises VaR for the 
given hypothetical portfolio. The sVaR IQD for portfolios 14 and 27 is particularly high. During the 
interviews with banks, some portfolios with low sVaR were challenged and compared with banks 
that stated to adopt the same window stress period. It is apparent that modelling choices also 
play a key role in the dispersion.  
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Figure 2: Interquartile dispersion for IMV and risk metrics by portfolio 

 

 

 

Table 4: Interquartile dispersion for IMV and risk metrics by risk factor 

 

 

Table 4 suggests that, with the exception of portfolios for which there seems to have been a 
misunderstanding, such as portfolios 10 and 27, there is evidence that when a homogeneous 
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subset of banks is considered (i.e. HS banks) the VaR results show less dispersion than the total 
sample. With regard to the P&L VaR, it is observed that the dispersion is in line with both HS VaR 
and all-sample VaR, and, for some risk types, it tends to be lower. 

When comparing variability for HS VaR and MC VaR, a clear conclusion could not be drawn, as the 
sample of MC banks is quite low. Regarding parametric banks, a similar analysis is not informative, 
as the total number of parametric banks is very low (i.e. 5 banks in the sample) and, furthermore, 
most of them could not provide results for many trades. 

The ratio between sVaR and VaR was also analysed across the sample (see Table 20 in the Annex). 
Some banks have ratios below 1 for many portfolios, while other banks have extremely high ratios 
for some portfolios. To better understand the basis for these results, we used the sVaR–VaR ratio 
as one criterion for the ranking that determined if a bank should be invited for interview. 

As indicated in Table 5, which reports the distribution of the sVaR–VaR ratio classified in three 
buckets (i.e. below 1, between 1 and 3, above 3) for each portfolio, there is higher dispersion of 
this ratio for the credit spread positions (see Table 20 in the Annex). It is worth noting that one 
equity trade (portfolio 5), two interest rate trades (portfolios 9 and 10) and two credit spread 
trades (portfolios 27 and 28) have a significant proportion of ratios below 1. This indicates that 
the (bank-level) stress period was not appropriate for these particular hypothetical trades. 
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Table 5: sVaR–VaR ratio by range (number of banks as a percentage of the total) 

 

 

 A closer look at the VaR and sVaR results 

Figure 3 and Figure 4 give an overview of the VaR and sVaR results for portfolios 1 to 28, i.e. they 
do not include the aggregated portfolios, where fewer observations were available for the 
reasons explained above (see Section 3.4).  
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Distinguished by portfolio, the figures show the average VaR and sVaR over the 10-day submission 
period for each bank, normalised by the median14 of the given portfolio. Note that the figures are 
restricted to VaR–median and sVaR–median ratios below 450%. 

Especially for sVaR, the credit spread portfolios show a higher level of dispersion than the other 
asset classes. This is due to the higher complexity of some of these products and to the different 
banks’ choices regarding the stress period. 

 

Figure 3: VaR submissions normalised by the median of each portfolio  

 

 
                                                                                                          

 

14 The portfolio median is the median of the average VaR and sVaR over the submission period. 
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Figure 4: sVaR submissions normalised by the median of each portfolio 

 

 

 

Table 16 and Table 17 in the Annex report VaR and sVaR statistics along with EU benchmarks for 
all HPE trades. 

 

Comparison of sVaR to VaR ratios 

Banks were ranked in relation to the full sample not only by their VaR and sVaR values but also by 
their sVaR–VaR ratio. In general, we would expect sVaR to be at least as high as VaR, as sVaR is 
calibrated to a 1-year period of significant stress. However, since the stress period is calibrated on 
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a bank-by-bank basis using the banks’ actual portfolios, for the hypothetical portfolios underlying 
the HPE, the sVaR–VaR ratio could in some instances conceivably be smaller than 1. 

Figure 5 shows the ratio of the average sVaR to the average VaR for each bank. The sVaR–VaR 
ratio varies significantly across the portfolios. Excluding outliers, the average sVaR–VaR ratio per 
portfolio varies between 0.90 and 5.80. The portfolios with the lowest levels of dispersion for the 
sVaR–VaR ratio (excluding outliers) are portfolios 15 (FX knockout option) and 17 (commodity 
trade gold forward). 

 

Figure 5: sVaR–VaR ratio for the average VaR and sVaR by portfolio 

 

 

 

A few banks have a high sVaR–VaR ratio for portfolios in certain asset classes only. This suggests 
that this asset class dominates the real banks’ trading portfolios and, for that reason, drives the 
calibration of the sVaR window. 
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In line with the higher dispersion observed for the sVaR for this asset class, for the ratio, the 
dispersion for credit spread portfolios (on average) also seems to be higher than the dispersion 
for the other asset classes. In general, we found that banks using absolute returns had a higher 
sVaR than banks using relative returns and, therefore, a higher sVaR–VaR ratio. During the 
interviews with the banks, it has been detected that absolute returns seem more commonly used 
for interest rates and credit spreads. Particular attention should be devoted to the MC 
simulations when very low rate and low credit spread environments have to be considered. 

The strong dependence of sVaR on the specification of risk factor returns in the model is 
something (N)CAs should pay close attention to when reviewing banks’ credit spread VaR models. 
In particular, banks’ justification of their modelling choices should be challenged not only for the 
most recent historical period used for VaR but also for the corresponding 1-year sVaR period.  

 

Drivers of variation 

Based on the qualitative information provided by banks (Figure 6 to Figure 10, the most common 
methodological approach used by banks to model MR is HS (67%). Although the majority of banks 
use the same methodological approach (i.e. HS), the dispersion of VaR remains significant, as 
other modelling choices play a key role (e.g. differences in time scaling and/or weighting scheme 
choices, absolute versus relative returns for different asset classes, etc.). 

Figure 6: Qualitative data: VaR methodological approaches 
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Figure 7: VaR submissions normalised by the median of each portfolio (by methodological approach) 

 

 

With regard to the regulatory 10-day VaR computation, the preferred method is rescaling the 1-
day VaR to the 10-day VaR using the square-root-of-time approximation. 
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Figure 8: Qualitative data: VaR time scaling techniques 

 

 

Concerning the historical lookback period used to calibrate banks’ VaR models, more than half of 
the banks use the minimum period of 1 year (58%). Another 30% of the banks use a 2-year period. 

 

Figure 9: Qualitative data: VaR lookback period length 

 

 

As for the possible use of a data weighting scheme, most banks’ models use unweighted data in 
the regulatory VaR computation (37 out of 49 respondents, or 76%). 
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Figure 10: Qualitative data: VaR weighting choices 

 

Finally, with regard to supervisory actions on regulatory add-ons, 65% of the banks in the sample 
have a total multiplication factor greater than the minimum of three, which includes the addend 
resulting from the number of over-shootings (Table 1 in Article 366 of the CRR) and any 
supervisory extra charge(s). The average total multiplication factor in this sample is equal to 3.5, 
with a maximum of 4.9. Hence, quite a number of banks either have to correct for excessive over-
shootings or are subject to supervisory measures. In addition, some banks have been assigned 
other kinds of added penalties that encompass risk ‘not in VaR’ and additional charges for IRC and 
APR. This was apparent from the additional and related information provided by some NCAs for 
their supervised banks, and also from discussions with some banks during the interviews.  

These responses suggest that the observed variation may be due to a number of different drivers. 
We have chosen to present our analysis using the following broad headings: 

1. Supervisory actions;  
2. Modelling differences; and  
3. Other drivers of variation. 

 

Supervisory actions 

Supervisory actions can take different forms and are therefore difficult to capture fully in the 
analysis. However, the effect of some types of supervisory charges can be approximated. The 
effect of a higher VaR or sVaR multiplier imposed by an NCA because of model weaknesses, for 
example, can be studied using the following proxy: 

 

 
Capital proxy =  𝑚𝑚𝑣𝑣𝑑𝑑𝑣𝑣 ∗ 𝐶𝐶𝑎𝑎𝑉𝑉 + 𝑚𝑚𝑠𝑠𝑠𝑠𝑑𝑑𝑣𝑣 ∗ 𝑎𝑎𝐶𝐶𝑎𝑎𝑉𝑉 
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where 𝑚𝑚𝑣𝑣𝑑𝑑𝑣𝑣  and 𝑚𝑚𝑠𝑠𝑠𝑠𝑑𝑑𝑣𝑣  are the total regulatory multipliers given by 3 plus any add-on 
resulting from excessive back-testing exceptions and other prudential extra charges imposed by 
the regulator (where appropriate). 

Including the multipliers in our analysis did not significantly change the results in terms of 
variability across the sample; that is, the positioning across the sample changed, but, on average, 
the extent of the dispersion did not. 

Other supervisory measures, such as capital add-ons, cannot be easily captured. They are 
normally calculated at an aggregate level on the basis of the banks’ actual portfolios and, 
therefore, cannot readily be computed for the hypothetical portfolios used for benchmarking. 
Moreover, it tends to be the case that these add-ons are intended to capture difficulties in 
modelling risks associated with more exotic trades not represented well in the HPE. 

 

Modelling differences 

As explained in Section 4, the CRR permits banks to tailor their VaR models to their specific 
requirements by making different modelling choices. To test the impact of different modelling 
choices in a controlled manner, four sample portfolios were selected. Obviously the average 
sample size in this analysis is limited to around 10 banks, since controlling for the subsequent 
modelling choices, and picking up banks with all completed results, drastically reduces the sample 
size.  

The portfolios – portfolios 1, 11, 13 and 21 – cover the main asset classes (i.e. EQ, IR, FX and CS) 
and were chosen due to the low variability of the submissions received for them. Six subsets of 
banks were defined, within (and hence, controlling for) the sample of banks using historical 
simulation, distinguishing the following modelling choices: 

• 1-day scaled versus 10-day overlapping returns; 
• the length of the historical lookback period (1 year versus > 1 year); and 
• the use of weighting (yes or no). 

As shown in Table 6 and Table 7, there is evidence that the modelling choices matter. For 
instance, for the subsamples of banks using the HS methodological approach, the choice of 
regulatory VaR stemming from a scaled 1-day VaR, a lookback period greater than 1 year, and use 
of unweighted returns seems to produce lower dispersion and more conservative VaR results (i.e. 
higher average VaR figures). 
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Table 6: Coefficient of variation for regulatory VaR by modelling choice 

 
Table 7: Average regulatory VaR by modelling choice 

 

 

Other drivers of variation 

In addition to the drivers of variation discussed in the preceding two subsections, there may be 
other drivers of variation.  

In the subsection ‘Modelling differences’, for instance, only results obtained with HS VaR were 
discussed, although the methodological aspects considered are expected to be important for 
other model types (e.g. MC simulation) as well.  

Another driver of variation may be that certain risks are not captured in a model. Evidence of non-
modelled risk factors can be obtained from the results for those hypothetical portfolios that are 
specifically designed to isolate individual risks, for example portfolio 28, which is mainly sensitive 
to the Quanto CDS basis. Relatively low submissions for these portfolios are most likely explained 
by banks not including this risk factor in their models. On the other hand, we need to keep in 
mind that banks may not have material exposure to this risk factor in their actual portfolios.  

Moreover, the use of proxies leads to spurious variability in some of the hypothetical portfolios 
characterized by less liquid risk factors, for example some credit spreads. This consideration also 
applies to the sVaR. Furthermore, from some interviews with the banks, a lack of consensus 
around modelling of the basis risk between CDS and the equivalent bonds, and between the 
iTraxx index and its single names components, was found as a potential justification of the most 
remarkable deviations for the affected hypothetical trades.  
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Portfolio comparison 

Selective comparison of VaR results across portfolios can be informative in instances where the 
riskiness of those portfolios may be ranked in a model-independent way. For example, all else 
being equal, we would expect a more diversified portfolio to produce a lower VaR than a more 
concentrated portfolio. 

This hypothesis can be analysed using portfolios 21 and 24 (Table 8). Both of these portfolios 
involve corporate instruments, yet portfolio 21 is more concentrated than portfolio 24. Against 
this background and in view of the specific portfolio definitions, one would expect the following 
result: 

60% × 𝐶𝐶𝑎𝑎𝑉𝑉𝑃𝑃𝑃𝑃𝑃𝑃𝑡𝑡𝑃𝑃𝑃𝑃𝑃𝑃𝑖𝑖𝑃𝑃 24 < 𝐶𝐶𝑎𝑎𝑉𝑉𝑃𝑃𝑃𝑃𝑃𝑃𝑡𝑡𝑃𝑃𝑃𝑃𝑃𝑃𝑖𝑖𝑃𝑃 21; 

the rescaling by 60% is necessary to align the notional amounts. 

Table 8: Portfolio comparison for VaR, sVaR and IRC 

 

The comparison between the two portfolios with respect to regulatory VaR shows that only 2 out 
of 33 banks are not fulfilling the initial expectation. The same comparison based on sVaR yields 
only one bank not in line with this expectation. Concerning the IRC model, all banks fulfil our a 
priori expectation. 

When compared with last year’s results, this finding provides evidence for the conjecture that 
banks are more consistent in their risk measure results. 

 

 Analysis of IRC 

Banks with an approved IRC model constitute a subsample of those with an approved VaR model; 
only banks using internal models for specific risk of debt instruments are permitted to use IRC 
models (Article 372 of the CRR). 

The total number of submissions for IRC results for each trade, after the data cleansing process 
run as previously described, is reported in the Table 9.  

In the context of the HP exercise, only a few banks made submissions for IRC, and, among those 
banks, a number submitted very low results. This suggests that important risk factors (in the 
context of the HPE) have not been modelled. While the submission of low results may be linked to 
‘risk factors not modelled’, this should not be taken to mean that banks with higher IRC results 
included all risk factors from a given portfolio in their model. 
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The number of submissions is particularly low for some of the all-in portfolios. Statistical 
inferences for these portfolios are thus not appropriate. A prerequisite for consideration of banks’ 
submissions for the all-in portfolios is that a bank needs to be able to model all corresponding 
underlying portfolios. 

As for VaR, a selective comparison of IRC results across portfolios can be informative in instances 
where the riskiness of those portfolios may be ranked in a model-independent way. As shown in 
Section 5.6, the expected diversification relationship holds for all submitted banks. In this case, 
the comparison can be based on missing risk factors, as extractable from portfolios for which 
banks submitted unrealistically low IRC results, such as zero. This is the case for the following 
portfolios:  

• portfolio 8: Tenor basis – 5 banks do not appear to model this risk;  
• portfolio 25: CDS-index basis – 8 banks do not appear to model this risk;  
• portfolio 27: short index put on iTraxx Xover – 16 banks do not appear to model this risk; 

and,  
• portfolio 28: Quanto CDS basis – 9 banks do not appear to model this risk.  

It is recommended that (N)CAs assess the extent to which these missing risk factors are important 
in the context of banks’ overall risk, and whether or not they need to be added to the model. 

Particular attention from (N)CAs should be devoted to portfolio 8, a ‘curve flattener’ sovereign 
position on German government bonds, for which some banks have stated that their IRC result of 
zero is due to them assigning a zero PD to Germany owing to its AAA rating. IRC risk shows a 
higher level of dispersion for portfolio 8 than the dispersion observed in other credit spread 
portfolios, especially the simplest ones. In this regard, as reported above (see Section 5.2), 
regulatory differences in the treatment of sovereign exposures were identified as a driver of 
variation; some jurisdictions, for example, require a non-zero floor for the PD, while others allow 
banks to exclude sovereign exposure from the default component of IRC risk. 

As is the case for VaR and sVaR, banks can choose from a range of permitted modelling 
approaches for IRC. For example, banks need to choose: 

• a source of credit risk estimates such as PD and loss given default (LGD); 
• the number of systemic factors used to model the co-movement among obligors in their 

portfolios; 
• the size and granularity of credit spread shocks to apply to positions with an obligor 

following a rating transition; and 
• the liquidity horizons to assign to positions with a particular obligor. 

The responses to the qualitative questionnaire relating to the IRC methodological aspects suggest 
that the use of market LGD predominates across respondents (Figure 11). Both PD (15 
respondents out of 26, or 58%) and transition matrices are mostly taken from rating agencies (20 
respondents out of 26, or 77%). As it may be a key driver for the observed variability, the different 
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choice for computing the transition matrices is an issue to be discussed with the selected 
subsample of banks during their respective interviews. 

 

Figure 11: Qualitative data: source of LGD for IRC modelling 

 

 

A majority of respondents stated, moreover, that they use more than two systemic modelling 
factors at the overall IRC model level (Figure 12). The liquidity horizon applied at the portfolio 
level for the IRC model is predominantly between 9 and 12 months (17 respondents out of 26, or 
65%). 

 

Figure 12: Qualitative data: number of modelling factors for IRC 

 

 

Hence, in the context of IRC, the modelling practices across the sample of banks participating in 
the benchmarking exercise seem to be fairly consistent. 
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Table 9: IRC statistics and cluster analysis 

 

 

Table 9 shows that the IRC average variability is higher than that observed for VaR. This table 
presents a summary of the descriptive statistics concerning the IRC submitted values, along with 
the median, the first and the third quartiles used to select out-of-range values to be discussed 
with the banks during the interviews. On average, 25 banks provided results for IRC in relation to 
the IR and CS hypothetical trades, net of the aggregated portfolios where missing values were 
predominant. The trade with the lowest contribution was the 27th, the ‘short index put on iTraxx 
Xover’, primarily because of the perceived high complexity of this trade among some banks, 
already discussed in the previous sections.  

 

 Analysis of APR  

In their responses to the qualitative questionnaire relating to the APR methodological aspects, all 
respondents, i.e. all 8 banks with an authorisation for CTP, stated that they use more than 2 
modelling factors at the overall CTP model level. 

With regard to the source of LGD estimates at the overall CTP model level, 50% of the 
respondents use market LGD, 2 banks (or 25%) use the LGD underlying their internal ratings-
based approach for credit risk, and the remaining 2 banks (or 25%) use other sources. As in the 
case of IRC, the source for PD estimates (6 respondents out of 8, or 75%) and transition matrices 
(6 respondents out of 8, or 75%) are mostly rating agencies. The liquidity horizon applied at the 
portfolio level for the CTP model is predominantly between 9 and 12 months (7 respondents out 
of 8, or 88%).  

It should be highlighted that all of these options are, in principle, acceptable under the current 
regulatory framework and that it is up to banks and CAs to agree on the most appropriate ones to 
be applied by each bank during the validation process, with particular reference to the banks’ 
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individual trading portfolios and trading activities. Thus, given the wide range of approaches that 
institutions using an internal model can choose to implement, some degree of variability among 
the resulting capital requirements is expected. 

At the same time, these differences in implementation are clearly not the only factors behind 
variability. There are other modelling choices that are not explicitly contemplated in regulation, 
such as differences in simulation engines and data sources, differences in the methods used to 
compute risk factors when data is not directly observable (e.g. all indirect parameters such as 
volatilities and correlations), the absence of some of the risk factors considered, differences in 
approximations when repricing positions, etc. 

The majority of banks with an approved APR model used a one-factor Gaussian copula model, 
where the potential loss is estimated by averaging a number of worst scenarios corresponding to 
a 1-year development in the market along with market parameters simulations (i.e. credit 
spreads, recovery rates, default correlations, CDS/Index basis, etc.) and transition matrices for 
rating migrations. 

The average variability for the APR charge is around 50% when computed by averaging the IQD of 
each CTP. This variability is due to the assumptions and modelling choices made by banks, but it is 
difficult to arrive at any takeaway because of the very small number of contributions (Table 10). 
This is also the reason why no further meaning for analysis, for example with respect to VaR, is 
possible. Table 10 should thus be used for reference only, since the sample size cannot be 
considered statistically robust.  

 

Table 10: APR statistics and cluster analysis 

 

 

 

 P&L analysis 

The P&L analysis is complementary to the outcome of the assessment of variability based on VaR 
modelling. For each individual portfolio, the P&L vectors provided by banks using HS were 
compared and, for all portfolios, used to construct correlation matrices between banks. In other 
words, for each portfolio, the standard correlation coefficient between the P&L vectors across 
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banks was derived.15 Because of the high dimensionality of this exercise, for each portfolio, all 
banks with a high correlation (greater than 80%) and all banks with a low correlation (less than 
40%) were grouped and counted. 

This analysis allows us to detect banks that systematically exhibit a high or a low correlation level 
in their P&L. We computed the percentage of banks for each correlation bucket (high, medium 
and low) by risk category and (also) examined the top 10 most correlated and top 10 least 
correlated banks. We found evidence that, for many portfolios, banks with highly correlated P&L 
time series also tend to be aligned in their risk measures. This result is even more evident for the 
least correlated banks. That is to say, for many portfolios, highly correlated P&L vectors tend to be 
associated with a homogeneous method for the actual P&L computation. This confirms the results 
derived from last year’s exercise. 

Across the 28 non-CTPs, there are HS banks for which the level of variability observed in the P&L 
is least harmonised in the sample of all remaining HS banks. This is an important point because it 
reflects the differences in how the actual P&L is computed across the banks. 

Another useful check for the submitted P&L results was a comparison of the ratio between the 
P&L VaR computed by EBA (see Section 4.2) and the regulatory VaR submitted by the 
participating banks. A significant deviation of this ratio from 1 indicates an incoherent submission 
from the bank (see Table 18 and Table 21 in the Annex). Moreover, it allows the tightness or the 
width of the realised P&L distribution for each bank to be checked by each hypothetical trade 
position. This can be done by referring to the standard deviation of the P&L series.  

Another metric computed by the EBA from the P&L series provided by HS banks is the empirical 
ES (see Table 19 in the Annex). The empirical ES results have more or less the same level of 
dispersion as the P&L VaR, but the level of dispersion is significantly lower for interest rate 
products (see Table 4 in Section 5.1). This implies that harmonisation increases when simple 
interest rate products are tested. 

 

 Diversification benefit 

An additional metric considered as part of the analysis was the diversification benefit observed 
for VaR, sVaR and IRC in the aggregated portfolios. 

                                                                                                          

 

15 Obvious limitations to this exercise were data availability and consistency in the reported dates across banks. 
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The diversification benefit of a given metric (e.g. VaR) is computed as the absolute benefit (i.e. the 
difference of the sum of the single results for each individual position and the result for the 
aggregated portfolio) divided by the sum of the single results from each individual portfolio. Table 
11 summarises the results of the analysis. 

As expected, there is evidence that larger aggregated portfolios exhibited greater diversification 
benefits than smaller ones. The diversification benefit for all-in portfolios 29 (all portfolios) and 34 
(credit spread), for instance, clearly exceeds the benefit for the other risk types, whose all-in 
portfolios are based on fewer individual instruments. With regard to the dispersion shown by the 
diversification benefits, we observe a significantly higher IQD for some portfolios than for others, 
and – in some cases – a quite comparable dispersion across VaR, sVaR and IRC (e.g. interest rate 
and commodity risk categories). 

 

Table 11: Diversification benefit statistics 

 

 

 

 Dispersion in capital outcome 
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As a final means of comparison, for each individual position, a variable given by the sum of the 
regulatory VaR and sVaR was computed. This variable was used in two ways: (1) using the banks’ 
total multiplication factor; and (2) using the regulatory multiplication factor (only), i.e. ignoring 
the banks’ individual addend(s) set by the CAs. The results were averaged across a given risk type, 
thus arriving at a proxy for the implied capital outcome. 

An analysis of the dispersion of these variables suggests that the average dispersion of the implied 
capital outcome tends to be lower than the average dispersion observed for the other risk 
metrics. Clearly, the proxy tends to smooth the dispersion of each individual addend. This is most 
visibly the case for the interest rate and commodities risk factors (Table 12). In the case of FX risk, 
it is worth recalling the clusters observed in the portfolio 14 results. This portfolio is the cross-
currency basis swap, where, as discussed during some interviews, the discounting and forwarding 
curves, as well as the intra-year cross-currency basis, are supposed to be important drivers.  

 

Table 12: Interquartile dispersion for capital proxy 

 

 

Accordingly, it may be deduced that the idiosyncratic factors that drive variability in an individual 
portfolio do not compound when they are aggregated. On the contrary, they tend to compensate 
for one another when MR metrics are summed. 

Table 12, moreover, suggests that variability does not seem to be influenced by regulatory add-
ons. With the exception of interest rate products, the ranges of capital value dispersion remain 
broadly the same whether or not the banks actual multiplication factors are used. The effect is 
more pronounced for interest rate products, because many more banks contribute to this risk 
class. Therefore, there is more impact on regulatory add-ons across banks.  

The EBA used implied capital outcome as another criterion for identifying banks to invite for 
interview. Looking at this capital outcome proxy by risk category, we can arrive at a ranking of the 
banks on the basis of how they are distributed below the first quartile or above the third quartile.  

A few banks were identified as aggressive, and their approaches and results were challenged 
during the interviews. Other banks also contributed to the observed dispersion because of their 
submission of high values. The analysis of this capital proxy variable across the HPE trades shows 
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that a few banks are underestimating the implied requirements with respect to the average 
implied own funds requirement. The interviews focused on these cases, aiming to understand the 
reasons. When banks’ own regulatory multipliers are taken into account, the number of cases 
reduces. 
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6. Competent authorities’ assessment 

The CAs provided individual assessments for each participating institution of any potential 
underestimation of the capital requirement as required by Article 78(4) of the CRD and Articles 8 
and 9 of the draft RTS on supervisory benchmarking. This section highlights some key information 
derived from these assessments. 

The EBA designed a questionnaire regarding this assessment, which asked NCAs to provide 
detailed information concerning the level of priority, based on both judgemental and 
qualitative/quantitative examination results, the overall assessment concerning the MR capital 
requirements of the internal models, and, finally, the NCAs’ ongoing monitoring activities. 

A total of 48 questionnaires, provided by the NCAs, from 12 jurisdictions, have been considered in 
this assessment of the MR benchmarking exercise.  

Regarding the level of priority of the assessments, 13 banks (around 27%) are reported to be ‘high 
priority’ for intervention by NCAs. NCAs gave high priority to those banks that were either an 
outlier in the analysis or identified by the EBA as a candidate for the interview process. The 
criteria for selecting banks were substantially based on firms’ results in terms of the capital 
requirement proxy (below the 25th percentile or above the 75th percentile) and other thresholds 
relating, for instance, to the ratio of sVaR to VaR across all portfolios, low results for IRC and other 
issues that came to light during the interviews when challenging the banks. 

Figure 13 reports the CAs’ own overall assessments of the levels of own funds requirements. 
When it comes to benchmark deviations, justified or not, 25 banks were reported by CAs as 
under- or overestimating MR own funds requirements, of which 22 provided justifications for this. 
Obviously, ‘not justified’ implies that further and targeted CA investigation is required. Finally, 
16 banks had consistent results (i.e. no benchmark deviations).  

Briefly, CAs’ assessments acknowledge 3 cases out of 48 of non-justified under- or overestimation 
of internal models market capital requirements that require further in-depth analysis. Obviously, 
CAs, and the joint supervisory team where applicable, pay much more attention to the potential 
underestimation cases, both across the portfolio and across the risk categories. 
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Figure 13: CAs’ own assessments of the levels of MR own funds requirements 

  

 

The main factors and reasons that may explain possible underestimations are that the 
benchmarking portfolios do not represent the actual composition of the real trading portfolios of 
the institutions, missing risk factors not incorporated in the models, weaknesses in pricing model 
assumptions or modelling choices that are not particularly accurate, misunderstandings regarding 
the positions or risk factors involved, and differences in calibration or data used in modelling 
estimation and/or simulation. These explanations were offered by the large majority of the 
applicable respondents.  

Two banks were identified for possible underestimation, not justified, during the banks’ internal 
validation process run by the CAs. CAs are currently undertaking some monitoring activities (both 
ongoing and on-site) of the internal models, to check all the issues related to challenging the 
banks.  

CAs planned some actions for 17 banks (e.g. reviewing the banks’ internal VaR and IRC models, 
alongside the TRIM (Targeted Review of Internal Models) in-depth assessment, where applicable 
within the Single Supervisory Mechanism countries; a supervisory extra charge; stringent 
conditions on any extension of the internal model approach; further internal model investigation 
at peer level; etc.). 

Currently, three banks have a due date for making the improvements to their MR internal models 
already requested by CAs.  
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7. Conclusion 

This report has presented an analysis of the observed variability across results provided by EU 
banks that have been granted permission to adopt internal models for MR own funds 
requirements. 

It must be emphasised that, as the quantitative analysis is based on hypothetical portfolios, this 
report focuses solely on potential variations and not on actual variations. The analysis shows the 
extent of the variability in these hypothetical portfolios, but that cannot lead to conclusions 
regarding real under- or overestimations for the MR capital charge. However, the analysis will 
certainly help in determining possible supervisory activities to address uniformity and 
harmonisation, and in promoting more in-depth future investigations on this matter. 

The objective of the benchmarking exercise was not to reach a final judgement on the key drivers 
of variation and the calculation of the implied capital charges, but to provide supervisors with 
insights into how to increase comparability and reduce the variability effects attributable to non-
risk-driven behaviours across the banks.  

In particular, the report provides inputs for CAs on areas that may require their further 
investigation, such as accentuated IMV variability for some complex credit spread products. 
Supervisors should pay attention to the materiality of risk factors not in VaR and, in particular, not 
encompassed in the IRC models. As a general remark, particular attention should be devoted to 
further enhancement of the internal models, ensuring the consistent representation of and 
adequate conservatism for a low rates environment (both for interest rates and credit spread 
rates). 

Moreover, the conclusions reached in regular supervisory model monitoring activities will take 
into account the outcome of the supervisory benchmarking exercises to achieve greater 
alignment between CAs’ targeted internal model reviews and EU benchmarking analysis. 

Finally, this report provides a framework that can be considered useful for the purpose of future 
benchmarking exercises under Article 78 of the CRD. Therefore, the type of analysis conducted 
(i.e. the statistical tools provided to (N)CAs, the graphs and tables created, the methodology 
defined, the discussions held during the interviews with the selected subgroup of participating 
banks, etc.) offers a clear direction for future investigations and activities on these issues. 
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Annex 

Table 13: Banks participating in the 2016/17 EBA MR benchmarking exercise 

    
 Country Bank name  
 AT  Erste Group Bank AG  
 AT  Raiffeisen Zentralbank Österreich AG  
 BE  Belfius Banque SA  
 BE  KBC Group NV  
 DE  BHF Bank  
 DE  Commerzbank AG  
 DE  DekaBank Deutsche Girozentrale  
 DE  Deutsche Bank AG  
 DE  Deutsche Zentral-Genossenschaftsbank AG  
 DE  LandesbankBaden-Württemberg  
 DE  LandesbankHessen-ThüringenGirozentrale  
 DE  NORD/LB Norddeutsche Landesbank Girozentrale  
 DK  Danske Bank A/S  
 DK  Nykredit Realkredit A/S  
 ES  BFA Tenedora De Acciones, SA  
 ES  Banco Bilbao Vizcaya Argentaria, SA  
 ES  Banco Santander SA  
 ES  Criteria Caixa Holding, SA  
 FR  BNP Paribas SA  
 FR  Groupe BPCE  
 FR  Groupe Credit Agricole  
 FR  Société Générale SA  
 GB  Barclays Plc  
 GB  Citigroup Global Markets Europe Limited  
 GB  Credit Suisse International  
 GB  Credit Suisse Investments (UK)  
 GB  Goldman Sachs Group UK Limited  
 GB  HSBC Holdings Plc  
 GB  ICBC Standard Bank Plc (was Standard Bank Plc)  
 GB  Lloyds Banking Group Plc  
 GB  Merrill Lynch UK Holdings Ltd  
 GB  Mitsubishi UFJ Securities International Plc  
 GB  Morgan Stanley International Ltd  
 GB  Nomura Europe Holdings PLC  
 GB  Standard Chartered Plc  
 GB  The Royal Bank of Scotland Group Plc  
 GR  Alpha Bank SA  
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 GR  Eurobank Ergasias SA  
 GR  National Bank of Greece SA  
 IT  Banca Popolare di Milano Scarl  
 IT  Banco BPM SpA  
 IT  Intesa Sanpaolo SpA  
 IT  UniCredit SpA  
 NL  ABN AMRO Groep NV  
 NL  Coöperatieve Rabobank UA  

 NL  ING Groep NV  
 NL  NIBC Holding NV  
 PT  Banco Comercial Português SA  
 SE  Nordea Bank – group  
 SE  Skandinaviska Enskilda Banken – group  
 SE  Swedbank – group  
    

 
               
 Country AT BE DE DK ES FR GB GR IT NL PT SE  
 No. of banks 2 2 8 2 4 4 14 3 4 4 1 3  
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Table 14: Portfolios underlying the HPE 

 

 

For a detailed description of the portfolios, please refer to the EBA website: 
https://www.eba.europa.eu/regulation-and-policy/other-topics/regulatory-and-
implementing-technical-standards-on-benchmarking-portfolios. 

Refer also to Commission Implementing Regulation (EU) 2016/2070 of 14 September 
2016, and Commission Implementing Regulation (EU) 2017/1486 of 10 July 2017 laying 
down ITS in accordance with Article 78(2) of Directive 2013/36/EU.  

 

 

 

https://www.eba.europa.eu/regulation-and-policy/other-topics/regulatory-and-implementing-technical-standards-on-benchmarking-portfolios
https://www.eba.europa.eu/regulation-and-policy/other-topics/regulatory-and-implementing-technical-standards-on-benchmarking-portfolios
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Table 15: VaR cluster analysis – number of banks by range 
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Table 16: VaR statistics 
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Table 17: sVaR statistics 
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Table 18: P&L VaR statistics 
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Table 19: Empirical expected shortfall statistics 
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Table 20: sVaR/VaR statistics 
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Table 21: P&L VaR/VaR statistics 
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